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Regulation of Photovoltaic Voltage
Weidong Xiao, Student Member, IEEE, William G. Dunford, Senior Member, IEEE,
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Abstract—In photovoltaic power systems, both photovoltaic
modules and switching-mode converters present nonlinear and
time-variant characteristics, which result in a difficult control
problem. This paper presents an in-depth analysis and modeling
to discover the inherent features of a photovoltaic power system.
The method of successive linearization simplifies the nonlinear
problem back to the linear case. This paper also presents the
use of Youla parameterization to design a stable control system
for regulating the photovoltaic voltage. The experimental and
simulation results demonstrate the effectiveness of the presented
analysis, design, and implementation.

Index Terms—Digital control, modeling, Nyquist stability,
photovoltaic power systems, voltage control.

I. INTRODUCTION

COMPARED to space application, significant solar radia-
tion is filtered and blocked by the atmosphere and cloud

cover before it is received at the earth surface. Atmospheric
variables dramatically affect the available insolation for pho-
tovoltaic generators. Consequently, the current–voltage (I–V )
curves and maximum power points (MPPs) of photovoltaic
modules change with the solar radiation, as illustrated in Fig. 1,
where Ga symbolizes the solar insolation. Besides insolation,
another important factor that influences the characteristics of a
photovoltaic module is cell temperature, as shown in Fig. 2. The
variation of cell temperature changes the MPP greatly along
the x-axis. Fig. 3 illustrates the temperature effect based on the
relationship of photovoltaic power and current. These specifica-
tions of BP350 are obtained from the product datasheet, which
is tabulated in the Appendix.

As shown in Figs. 1–3, both the photovoltaic voltage and the
photovoltaic current at the MPP can represent the MPP. For
a particular operating condition, the control of MPP tracking
normally regulates either the voltage or current to a certain
value that represents the local MPP. However, these conditions
are time variant with the change of insolation and temperature.
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Fig. 1. Simulated I–V curves of BP350 influenced by insolation when the
cell temperature is constant at 25 ◦C.

Fig. 2. Simulated I–V curves of BP350 influenced by cell temperature when
the insolation is constant at 1000 W/m2.

The ideal control variable that characterizes the MPP should
be constant or should change slowly within a certain range. As
a result, the photovoltaic voltage is preferable because of the
advantages described here.

Fig. 1 illustrates that the changing radiation varies the pho-
tovoltaic current dramatically. The fast dynamics of insolation
is usually caused by a cover of mixed rapid moving clouds.
If the photovoltaic current is used as the set point, the MPP
tracking requires fast dynamics to follow a wide operating
range from 0 A to the short-circuit current, depending heavily
on weather conditions. Nevertheless, the changing insolation
slightly affects the voltage of MPP VMPP, as shown in Fig. 1.
Fig. 2 shows that the cell temperature is the major factor that
shifts VMPP significantly to follow the change. However, the
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Fig. 3. Temperature effect on the relationship of power and current of the
BP350 solar panel with a constant insolation equal to 1000 W/m2.

cell temperature has slow dynamics and is always within a
certain range.

Unlike the current of the MPP, the photovoltaic voltage of
the MPP is usually bounded by 70%–82% of the open circuit
voltage. This gives a lower bound and upper limit of the
tracking range. When regulation of photovoltaic voltage is im-
plemented, the MPP tracker can quickly decide the initial point
according to the percentage of the open-circuit voltage. Fig. 4
shows a measured start of MPP tracking since the initial point of
photovoltaic voltage is set to 80% of the open-circuit voltage,
which is close to the true VMPP. By comparison, the voltage
regulation loop makes the starting time of MPP tracking much
shorter than the operation of the perturbation and observation
method (P&O), which is introduced in [1] and [2]. The moment
of 4.43 s is the start point of the MPP tracking, as shown in
Fig. 4. Before this moment, the photovoltaic modules are at the
open-circuit condition. IMPPT represents the improved MPP
tracking, in which the initial value of photovoltaic voltage is
set to 80% of the open-circuit voltage. When the MPP is lo-
cated, the IMPPT controller can stop continuous perturbations
and keep only voltage regulation. By comparing to the P&O
method, these result in a smoother steady state, as shown in
Fig. 4.

This paper [3] shows that the photovoltaic current value at the
MPP is close to about 86% of that of the short-circuit current.
Because the photovoltaic current dramatically varies with inso-
lation, the transient response of MPP tracking can occasionally
cause the photovoltaic current to saturate at the short-circuit
current. This should be prevented because its nonlinear feature
causes a sudden voltage drop and results in both instability
and power losses. However, for the regulation of photovoltaic
voltage, voltage saturation can be easily avoided because a con-
troller knows that its operating range is about 70%–82% of the
open-circuit voltage. Furthermore, good-quality measurement
of the voltage signal is cheaper and easier than that of current
detection.

As a result, the recommended control structure is shown
in Fig. 5. The controller regulates the photovoltaic voltage to
follow a time-variant set point, which represents the voltage
of MPP VMPP. The value of VMPP is continuously tracked

Fig. 4. Measured start of the MPP tracking between IMPPT and P&O.

Fig. 5. Block diagram of the proposed control topologies.

and updated by the MPP tracker. Therefore, the regulation
performance of the photovoltaic voltage is important for MPP
tracking.

II. MODELING

It is necessary to regulate the photovoltaic voltage, as dis-
cussed in the last section. However, both photovoltaic mod-
ules and switching-mode converters demonstrate nonlinear and
time-variant characteristics, which make a regulator design
difficult. This paper will present a mathematical analysis of
a specific photovoltaic system that includes a photovoltaic
module and a boost dc–dc converter. The nonlinear system is
characterized as several linear models within a certain range
and time period. The linearization process is based on the fact
that a model is linear in the incremental components of inputs
and outputs around a chosen operating point (i.e., small-signal
model). These models are suitable for the advanced controller
design by using Youla parameterization, which is advantageous
and introduced in [4].

A. Linear Approximation of Photovoltaic Characteristics

The characteristics of photovoltaic modules are nonlinear
and time variant, as shown in Figs. 1–3. In electrical circuits,
the resistance is defined as the ratio of the voltage across a
circuit element to the current through it. However, the ratio of
the voltage across a photovoltaic cell to the current through it
varies with either the voltage or current. The ratio of the change
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Fig. 6. Dynamic resistances versus photovoltaic voltage for four levels of cell
temperature.

in voltage to the change in current is known as the dynamic
resistance, which represents the slope of the resistance curve.
The dynamic resistances of photovoltaic cells are negative
although the static resistance of the circuit element is defined
as positive.

Derived from the equivalent circuit shown in [5], the current
through a photovoltaic cell can be represented by (1) and (2),
where i represents the photovoltaic current, v symbolizes the
photovoltaic voltage, vt is the thermal voltage, RS is the series
resistor, iph is the photo current, and isat is the saturation
current of the diode. Differentiating (1) leads to a dynamic
resistance rpv represented by (3) and (7), which is a function
of the photovoltaic voltage. The cell temperature can vary the
values of vt, gpv, Rs, and isat. The following analysis is based
on a specific photovoltaic module BP350. Fig. 6 shows the
plots of the dynamic resistance versus the photovoltaic voltage
for various cell temperatures. Although the relationship of rpv

and insolation Ga is not shown in (7), there is some minor
interaction, which can be referred to the product datasheet and
can be shown as Fig. 7. Therefore, rpv has the time-variant
characteristics affected by both insolation and temperature. The
dynamic resistance can be numerically approximated as (8),
where v̂pv symbolizes a small increment of voltage and îpv

stands for a small increment of electric current, i.e.,

i = iph − isat(gpv − 1) (1)

gpv = e
v+iRs

vt (2)

rpv =
dv

di
. (3)

Under the steady-state conditions of irradiance and tempera-
ture, iph and isat are constant in (1). Differentiating (1) gives

1 = −isat dgpv

di
. (4)

Substitution of (2) into (4) gives

1 = −isatd
(
e

v+iRs
vt

)
di

. (5)

Fig. 7. Dynamic resistances versus photovoltaic voltage for four levels of
insolation.

From (5), we have

1 = − isat
vt

e
v+iRs

vt

(
dv

di
+ Rs

)
. (6)

According to the definition of the dynamic resistance,
(6) becomes

rpv =
−vt − isatRSgpv

isatgpv
(7)

rpv ≈ v̂pv

îpv

. (8)

To improve the MPP tracking, it is important to understand
the distribution of dynamic resistances at the MPPs regarding
different temperatures and insolation. Figs. 8 and 9 show the
distribution variation influenced by different temperatures and
insolations, respectively. The plots show that their amplitudes
increase with decreasing cell temperature or with decreasing
insolation. The largest amplitude happens when the insolation
is at its lowest level and the cell temperature is at its lowest
level. The range of rpv is useful for a controller to estimate the
present operating condition and to detect if the operating point
deviates from the MPP.

To simplify the analysis, a piecewise linear approximation of
the photovoltaic output characteristics is illustrated in Fig. 10.
The I–V curve of the photovoltaic output is divided into
four regions, namely: 1) the current-source region; 2) power
region I; 3) power region II; and 4) the voltage-source region,
according to the slope of the curve that is proportional to the
dynamic resistance. The absolute value of dynamic resistance
is small in the voltage-source region and big in the current-
source region. The operating condition will eventually affect
the system dynamics, which will be discussed in the succeeding
sections. A normal operation generally starts from the voltage-
source region and stays inside the power regions in steady
state, so that the photovoltaic module can deliver the maximum
available power.

Authorized licensed use limited to: Weidong Xiao. Downloaded on October 21, 2008 at 12:52 from IEEE Xplore.  Restrictions apply.



1368 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 54, NO. 3, JUNE 2007

Fig. 8. Distribution of dynamic resistances influenced by cell temperature
when the insolation is constant at 1000 W/m2.

Fig. 9. Distribution of dynamic resistances influenced by insolation when the
cell temperature is constant at 25 ◦C.

Fig. 10. Linear approximation of photovoltaic output characteristics.

B. Linearization of System Model

Nonisolated buck and boost dc–dc converters are widely used
as photovoltaic interfaces due to their advantages of simplicity
and efficiency. A buck dc–dc converter has a discontinuous
input current and a continuous output current devoid of con-

Fig. 11. Schematic diagram of the boost dc–dc converter.

sidering the input filter. On the contrary, a boost converter has
a continuous input current and a discontinuous output current.
These characteristics make their applications different when
they are used as photovoltaic interfaces. The bench system
in this paper adopts a boost topology, as shown in Fig. 11.
The battery symbol in Fig. 11 implies a dc voltage bus, of
which the voltage is relatively constant. Therefore, the system
model can be obtained by the small-signal modeling method
for pulsewidth-modulation (PWM) switched-mode power con-
verters [6]. These averaged small-signal state-space models are
derived and illustrated in (9) and (10), where m̂′ represents
the small decrement of duty ratio, v̂pv symbolizes the small
increment of photovoltaic voltage, and îpv stands for the small
increment of photovoltaic current. Other symbols in (9)–(14)
refer to Fig. 11. The dynamic resistance is represented by rpvi

in (9) because it is a time-variant parameter, which depends
on the operating condition. Derived from (9) and (10), the
plant can be represented by the relationship between the small
increment of photovoltaic voltage v̂pv and the small decrement
of duty ratio m̂′. This input–output transfer function in the
S-domain Gi(s) is illustrated in (11), where ωi is the undamped
natural frequency, K0 is the gain, and ξi is its damping factor.
Due to the time-varying characteristics, we are going to have
four transfer functions according to the four regions defined
in Fig. 10, i.e.,

d

dt

[
îL
v̂pv

]
=

[−RL

L
1
L

− 1
C1

1
rpviC1

] [
îL
v̂pv

]
+

[−Vbat−VFW
L

0

]
m̂′

(9)

ŷ = [ 0 1 ]
[
îL
v̂pv

]
(10)

Gi(s) =
K0

s2 + 2ξiωis + ω2
i

. (11)

where

K0 =
Vbat + VFW

LC1
(12)

ωi =

√
−rpvi + RL

−rpviLC1
(13)

ξi = −−rpviRLC1 + L

2rpviLC1ωi
. (14)

C. Model Analysis and Experimental Verification

Based on the system parameters described in Table I, the
magnitude and phase plots in Fig. 12 depict the frequency
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TABLE I
SYSTEM PARAMETERS

Fig. 12. Bode diagram of the photovoltaic system Gi(s).

TABLE II
FREQUENCY PARAMETERS OF THE OPEN-LOOP MODEL

response of Gpv(s) for four different operating conditions,
which are defined as the voltage region, current region, power
region I, and power region II. The parameters of undamped
natural frequency ωi and damping factor ξi changes with the
variation of operating points, as demonstrated in Table II. Listed
in Table I, the value of RL is 0.15 Ω.

From Table II, the different operating conditions slightly
change the dc gain and undamped natural frequency ωi. How-
ever, it significantly affects damping factor ξi. The system
shows well-damped characteristics when the operating point
is in the voltage-source region. When the operating point is
close to the current-source zone, the damping factor reduces,
while the dynamic resistance increases. When the operating
point enters the current-source region, the plant becomes a
lightly damped system, which is a difficult control problem, as
described in [4].

The system is open-loop stable because there is no unstable
pole. The normal operation of MPP tracking starts at the
voltage-source region, which demonstrates a medium-damped
feature. It is desirable that the operating point stays constantly
within the power zones in steady state to achieve maximum

Fig. 13. Open-loop step-response of photovoltaic voltage in power region I.

Fig. 14. Open-loop step-response of photovoltaic voltage in power region II.

power delivery from the photovoltaic cells. It turns out to be
a lightly damped system when the operating point enters the
current-source zone. This condition should be avoided since it
results in reduced power output and some control issues of the
lightly damped system.

A lower bound of the photovoltaic voltage is one way to pre-
vent the operating point from deviating from the power zones.
However, the cell temperature shifts the optimal operating
voltage over a large range, as illustrated in Fig. 2. An alternative
way is to use the lower bound of the dynamic resistance of
the photovoltaic module. For example, if the lower limits of
the operating condition of insolation and cell temperature are
200 W/m2 and −25 ◦C, respectively, the value of the dynamic
resistance ranges from −40 to 0 Ω. When the detected dynamic
resistance is lower than −40 Ω, the controller should increase
the setting of the photovoltaic voltage to prevent the system
from going into oscillatory state because the value of the
dynamic resistance has changed the damping factor.

Based on the derivations of the linear models, computer
simulations were performed to compare the behavior of the
mathematical model to that of the physical device. The ex-
perimental tests illustrate the transient response in open-loop
control with 5% step change of the duty cycle. The plots in
Figs. 13 and 14 show the traces of the photovoltaic voltages
regarding the measured values and those from the simulations

Authorized licensed use limited to: Weidong Xiao. Downloaded on October 21, 2008 at 12:52 from IEEE Xplore.  Restrictions apply.



1370 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 54, NO. 3, JUNE 2007

of the mathematical model. Measurement noise is unavoidable
in most systems. In switching-mode converters, switching noise
always appears in the ground plane and power supply. To avoid
the measurement noise shown in the plots, the measured raw
data are reprocessed through digital filtering. The digital filter
is a second-order low-pass finite-impulse-response filter. This
paper focuses on the power regions, which are the normal
operating area. The dynamic response in Fig. 13 is different
from that in Fig. 14 because they are based on two different
operating conditions. As expected, in power zone I, the step
response shows lightly damped characteristics, as shown in
Fig. 13. In power zone II, it shows medium-damped feature,
as shown in Fig. 14. This generally illustrates the effective-
ness of linearization of the system model since the plots of
the computer simulation are compatible with those obtained
experimentally.

III. CLOSED-LOOP DESIGN

A successful closed-loop design needs to consider major
control limitations. Three major issues will influence the con-
trol performance, namely: 1) the time-variant characteristics;
2) the lightly damped system; and 3) the time delay caused by
digital control. First, the plant model changes with the variation
of operating points and environmental condition. The control
design should consider four regions and the worst case to ensure
system stability. Second, the system shows lightly damped
characteristics when the operating point accesses power
region I or the current-source region. All control algorithms will
be implemented in a digital controller that inevitably introduces
the time delay caused by computation time and sampling rate.
Experimental results and simulation will illustrate the effective-
ness of the presented analysis, design, and implementation.

A. Youla Parameterization

Youla parameterization allows designers to choose the
closed-loop parameters of undamped natural frequency ωcl and
damping factor ξcl. To ensure that proportional gain KP is
positive, a limit needs to be applied and to be expressed as (15),
where ωi stands for the plant undamped natural frequency and
ξi is the plant damping factor. The damping ratio is selected
as 0.7, and the undamped natural frequency is chosen to be
5.08 kHz to reshape the closed-loop performance, i.e.,

ξclωcl >
ωi

4ξi
. (15)

B. Time Delays

The time lag introduced by the digital controller must be
taken into account for the stability analysis. Time delays limit
the achievable control bandwidth. To control the switching-
mode converters, the new control variable is updated only at
the beginning of the next switching period. The total delay can
be considered to be equal to a switching period Ts. The delay
time is 25 µs in this system because the switching frequency is
40 kHz. There are two ways to analyze the effect of time delay
quantitively.

Fig. 15. Nyquist plots of the loop transfer functions C(s)Gi(s) without
considering time delay.

According to first-order Pade approximation [4], the
time delay caused by the digital implementation can be
expressed as

e−sT ≈ 2 − sTs

2 + sTs
. (16)

The influence of time delay on a closed-loop system can
also be explained as the reduced phase margin [7], which
can be illustrated as (17). ϕnmp represents the nonminimal
phase margin caused by the time delay. ωCP is the crossover
frequency. The final phase margin at crossover frequency ϕm

can be calculated as (18), where ϕmp is the phase margin of
minimal phase part, i.e.,

ϕnmp = −ωCPTs (17)

ϕm =π + ϕmp − ϕnmp. (18)

C. Controller Parameterization and Analysis

Based on the nominal converter model in the power re-
gion and following the procedure of Youla parameteriza-
tion, the transfer function of the controller is determined as
(19). C(s) represents the controller transfer function in the
S-domain, i.e.,

C(s) =
s2 + 2484s + 113 300 000

2.92s2 + 149 200s
. (19)

According to the study of past sections, there are large
variations in the plant model since the damping ratio changes
with the operating conditions from 0.03 to 0.85. The worst
case is from the current-source region that shows lightly
damped characteristics. Generally, the Nyquist diagram gives
a graphical illustration of the system in terms of stability
margins and maximum sensitivity. When the time lag is ig-
nored, the plots in Fig. 15 demonstrate the Nyquist curves
to represent the degree of stability. The definition of four
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TABLE III
PARAMETERS OF STABILITY WITHOUT CONSIDERING THE TIME DELAY CAUSED BY DIGITAL CONTROL

Fig. 16. Nyquist plots of the loop transfer functions C(s)Gi(s) with consid-
ering time delay.

regions refers to Fig. 10. The plots also show the shortest
distances between the Nyquist curve and the critical point
(−1 + j0), which can be interpreted as stability margin sm.
The parameters of stability and robustness are summarized
in Table III.

The time lag introduced by the digital controller is the major
component of nonminimum phase in this system. According
to the approximation of the time delay as (16), the time delay
can be added to the system transfer function, and the Nyquist
curve can be replotted as Fig. 16. The parameters of stability
and robustness are summarized in Table IV. By comparing
Tables III and IV, the phase margin and stability margin are
noticeably reduced by the time delay introduced by digital
control. According to the rule of thumb in [4], the phase
margins in Table IV are not significant enough to guarantee
system robustness. As a result, further tuning is required for
this specific system after Youla parameterization.

D. Controller Tuning

When the time lag of the digital controller is considered,
the phase margin reduces to 24.1◦ in the worst case, which
is not big enough for issues caused by modeling error and
disturbance. Therefore, retuning is necessary to increase system
stability and robustness.

Further tuning introduces tuning parameter γC , which can
adjust the proportional gain. A reduced proportional gain can
increase both the stability margin and phase margin. According
to (19), the retuned controller is expressed as (20). The range
of γC is shown in (21). The stability margin can be adjusted
by changing the value of γC . For example, the Nyquist plots

are shown in Fig. 17 when γC = 0.2. Thus, the parameters
of stability and robustness are summarized in Table V. By
comparing Tables IV and V, it is clear that system stability is
improved, but the bandwidth is reduced by additional tuning
after the Youla parameterization. After retuning, the controller
transfer function becomes

Cγ(s) = γCC(s) (20)

0 <γC ≤ 1 (21)

Cγ(s) =
0.2s2 + 497s + 22 660 000

2.92s2 + 149 200s
. (22)

E. Digital Redesign

The analog controller has been developed in the former
section. By extending it to the digital control system, we need
a digital redesign to obtain a digital controller by discretizing
the analog controller. The sampling rate is chosen to be 40 kHz.
In this section, two approximation methods, namely: 1) bilinear
(Tustin) transformation and 2) matched pole-zero, are used
and compared. According to the analog controller transfer
function in (22), we have two digital controllers, i.e., (23) and
(24) based on bilinear transformation and matched pole-zero,
respectively. The comparison results of frequency responses
between the discrete approximations and continuous-time con-
troller are illustrated by Bode plots in Fig. 18. Both demonstrate
satisfactory approximation inside the border of the Nyquist
frequency, i.e.,

Cγ_Tustin(z) =
0.04384 − 0.08212z−1 + 0.04124z−2

1 − 1.2205z−1 + 0.2205z−2

(23)

Cγ_Matched(z) =
0.04052 − 0.07583z−1 + 0.03808z−2

1 − 1.2788z−1 + 0.2788z−2
.

(24)

The controller is a 16-bit fixed-point digital signal processor
(DSP). The constraints of digital implementation should be
carefully handled to avoid the degradation of control perfor-
mance. The major issues of the 16-bit fixed-point controller
are from the quantization errors of the controller parameters
and control variables because all data have to be truncated and
stored as finite-length words. The clock of the DSP dramatically
limits the resolution of duty cycle of the high-frequency switch-
ing converter. To design a switching-mode converter, there is
always a tradeoff between the switching frequency, size of the
system, and power losses in all components [8]. By considering
the tradeoff, the switching frequency of the converter is 40 kHz
in this system design. For such a low-power system, the
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TABLE IV
PARAMETERS OF STABILITY WITH CONSIDERING THE TIME DELAY

Fig. 17. Nyquist plots of the loop transfer functions Cγ(s)Gi(s) after further
tuning.

latest semiconductor technologies can make the switching
much higher than 40 kHz without significant switching loss.
However, according to the 40 MHz clock of the DSP used for
this system, the resolution of duty cycle is only 0.1% when
the switching frequency is 40 kHz. The DSP clock frequency
generally limits the upper bound of the feasible switching
frequency, when the DSP generates PWM signals directly.

F. Antiwindup

For PWM-type converters, the control variable is the duty
cycle, which is in the range of 0%–100%. Saturation of the
control variable is commonly caused by a step change of set
point or load, which, in a controller implementation, results in
integral windup. Therefore, an antiwindup control is essential
for good closed-loop performance under these conditions.

The discrete controller can be represented by a difference
equation, as shown in (25), which is transformed from (23).
m̂′ represents the small-signal control variable, and e(k) is the
error between the set point and the measured signal. Other
parameters including a1, a2, b0, b1, and b2 are derived from
(23). The regulation flowchart is shown in Fig. 19, where Vpv

represents the photovoltaic voltage, Vref is the target voltage,
m̂′

max symbolizes the upper limit of the control variable, and
m̂′

min stands for the lower limit of the control variable, i.e.,

m̂′(k) = −a1m̂
′(k − 1) − a2m̂

′(k − 2)

+ b0e(k) + b1e(k − 1) + b2e(k − 2). (25)

When the control variable reaches the limit, we can see that
m̂′(k − 1) = m̂′(k − 2) according to the flowchart shown in

Fig. 19. Therefore, the controller difference equation (25) be-
comes (26). From the parameters in either (23) or (24), we know
that a1 + a2 = −1. Hence, the controller difference equation is
shown as (27) when saturation happens. The controller shown
in (27) is a proportional controller in an incremental format.
With the proposed controller structure, the integrator windup
can be avoided because the recursive terms are automatically
eliminated when the control variable reaches a limit, i.e.,

m̂′(k) + a1m̂
′(k − 1) + a2m̂

′(k − 1)

= b0e(k) + b1e(k − 1) + b2e(k − 2) (26)

m̂′(k) − m̂′(k − 1)

= b0e(k) + b1e(k − 1) + b2e(k − 2). (27)

IV. EVALUATION

The effectiveness of the proposed design is demonstrated by
experimental evaluations with natural sunlight. Fig. 20 illus-
trates the regulation performance based on low solar radiation.
Under this condition, the photovoltaic module can only output
7.6% of its rated power. The experiments intentionally applied
periodical step-up and step-down changes in the voltage set
points. They show stabilized regulations of photovoltaic voltage
at three operating regions, namely: 1) the voltage-source region;
2) power region I; and 3) the current-source region. According
to the analysis shown in Fig. 12 and Table II, the operating
point significantly influences the damping factor. In the current-
source region, the plant shows a lightly damped system, which
is a difficult control problem, as described in [4]. With linear
control techniques, there is always a tradeoff between system
performance and robustness. To guarantee system stability in
the four operating regions, the design sacrifices some perfor-
mance by reducing the proportional gain of the system con-
troller. According to the analysis in Table V and Fig. 17, the
closed-loop design is optimized for power region I, which is
one of the two major operating areas. As shown in Fig. 20(c),
the closed-loop regulation illustrates smaller overshoots and
undershoots in this region than in the voltage-source and
current-source regions, as demonstrated in Fig. 20(b) and (d),
respectively. To demonstrate the output characteristics during
the test condition, the I–V curve was measured before each
regulation evaluation, as shown in Fig. 20(a).

The major disturbance that has fast dynamics is the insolation
variation, which is usually caused by the cover of mixed rapid
moving clouds. To illustrate the effect of insolation disturbance,
the simulated plots in Fig. 21 show the regulation performance
against the disturbances caused by 100% step-up and step-down
insolation changes, which are difficult to repeat in experimental
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TABLE V
PARAMETERS OF STABILITY AFTER FURTHER TUNING

Fig. 18. Bode plots of the controller frequency response in the continuous and
discrete domains.

Fig. 19. Control loop for regulating the photovoltaic voltage.

tests with natural sunlight. Vpv is the photovoltaic voltage,
Ipv symbolizes the photovoltaic current, and m is the control
variable. The simulation shows the dynamic response against
the disturbances caused by the step changes of insolation.

Fig. 20. Plots of photovoltaic-voltage regulation with low solar radiation.
(a) Measured I–V curve. (b) Voltage-source region. (c) Power region I.
(d) Current-source region.

Fig. 21. Simulated results of regulation performance against the disturbance
caused by 100% step change of the insolation level.

V. CONCLUSION

This paper has presented an in-depth analysis and model-
ing to discover the intrinsic characteristics of a photovoltaic
power generation system. It also presented the use of Youla
parameterization to design a control system for regulating the
photovoltaic voltage.

In the bench system, both the photovoltaic modules and
switching-mode converters present nonlinear and time-variant
characteristics. It is important to approximate the nonlinear fea-
ture by a linear model since the techniques of linear control are
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TABLE VI
SPECIFICATION OF PHOTOVOLTAIC MODULE BP350

better established and simpler than the case of nonlinear con-
trol. To ease the analysis, the operating range was divided into
four regions, namely: 1) the current-source region; 2) power
region I; 3) power region II; and 4) the voltage-source region
according to relative output characteristics. The method of
successive linearization simplifies the nonlinear problem back
to the linear case. The system also shows the time-variant
characteristics because both the mathematical models and ex-
perimental results show that the frequency response is different
from one region to another. The major variation lies in the
damping factor caused by the variation of dynamic resistance.
The change of insolation and temperature also affect the values
of dynamic resistance.

Based on these characteristics, a controller is designed
through Youla parameterization. However, the computational
lag that is introduced by the digital control reduces the system
phase margin significantly. Therefore, further tuning is also
presented to guarantee system stability and robustness. Finally,
experimental and simulation results demonstrate the effective-
ness of the presented analysis, design, and implementation.

APPENDIX

The photovoltaic module of BP350 is a product of the BP
solar company. The specification is listed in Table VI.
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